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Knowledge base technology:
a developer view

G.Ginkul S.Solowiev

Abstract

In present paper we have endeavoured to tell about some rea-
sonings, conclusions and pricticals results, to which we have come
being busy with one of most interesting problems of modern sci-
ence. This paper is a brief report of the group of scientists from
the Laboratory of Artificial Intelligence Systems about their ex-
perience of work in the field of knowledge engineering.

The researches in this area was started in our Laboratory
more than 10 years ago, i.e. about in the moment, when there
was just another rise in Artificial Intelligence, caused by mass
emerging of expert systems. The tasks of knowledge engineering
were being varied, and focal point of our researches was being
varied too. Certainly, we have not solved all the problems, origi-
nating in this area. Our knowledge still has an approximate na-
ture, but nevertheless, the outcomes obtained by us seem rather
important and interesting. So, we want to tell about our experi-
ence in building of knowledge-based systems, and expert systems,
in particular.

Introduction

Let us look through the problems of expert systems building as a com-
mon direction for the given paper. Just a mass development of the
expert systems has allowed the knowledge engineering finally to be

considered as independent discipline[1].
The expert systems are intended to solve the problems in those areas

of human practice where professional experience and domain knowl-
edge play a principal role. In expert systems the decision making is
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being carried out by means of imitation of reasonings of highly skilled
professionals — human experts. The formalized human knowledge is
a kernel of expert system, which is called its knowledge base (Fig.1).
Other components of the expert system are intended to transformate
the knowledge and are stipulated not so much by knowledge, but by
properties of used formal structures.
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Fig.1. Structure of Expert system

The technology of building of knowledge-based systems, and in par-
ticular of the expert systems building, is named by knowledge engineer-
ing. Knowledge engineering has passed a number of stages of develop-
ment. At first, the efforts of developers were concentrated on solution
of the problem of knowledge representation. In outcome, there are
four basic methods (models) of knowledge representation: production
systems (rule-based systems), semantic networks, frames and predicate
logic of the first order. Each of the models permits certain tolerance
at implementation of its components. The last circumstance makes
possible the design of combined models of knowledge representation.
In the Laboratory of Artificial Intelligence Systems the method of sim-
ple alternatives was developed. It allows simultaneously to represent
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productions and formulas of predicate logic. The method of simple al-
ternatives is considered in Section 2. The method can be used in tasks
of recognition and classification and is oriented to attribute models of
problem domains.

The method of simple alternatives has passed the practical test dur-
ing development of the expert system shell FIACR, which is described
in Section 3. FIACR is a typical representative of expert system shells.
The knowledge base of FIACR is oriented to the use of systems of
simple alternatives for knowledge representation. During implementa-
tion of FIACR some details of the method of simple alternatives were
investigated in addition.

Other method of knowledge representation, developed in the Lab-
oratory of Artificial Intelligence Systems, bases on use of finite predi-
cates, including fuzzy predicates. The method is designed for diagnos-
tic tasks and uses the formalism of partitioned boolean matrixes. It is
considered in Section 4.

Evolution from narrows specialized programs up to general purpose
tools is in general typical for software. Emerging of a great of expert
system shells was the next stage of development of expert systems. It
seemed, that the expert system shell can be utilized in any problem
domain — the human expert only has to “fill” the knowledge base.
However, this method turned out unproductive. There is the whole
series of reasons, which hamper the extracting of expert’s knowledge.
As a result, the problem of knowledge acquisition has attacted atten-
tion of scientists and today it remains the most poorly by developed
problem of knowledge engineering. Some obstacles braking knowledge
acquisition are considered in Section 5.

It is impossible to create an universal technique of knowledge acqui-
sition. However it is possible to facilitate and to speed up this process
using special programming tools, automatizated systems of knowledge
acquizition. Sections 6 and 7 are devoted to automatizated methods of
knowledge acquisition. Two widespread approaches of automatizated
dialogue with human expert are considered: contrasting of decisions
and consulting by correspondence.

The methods of contrasting of decisions are intended for construc-
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tion of taxonomic hierarchy of problem domain. Contrasting of deci-
sions is used as methodical procedure stimulating the human expert to
tell his (her) knowledge. The well-known representative is the repertory
grid method. The methods of contrasting of decisions are discussed in
Section 6.

At last, the special class of automatizated methods of knowledge
eliciting, namely expert games, is considered in Section 7. The main
idea of expert games is to force the human expert to make suppositions
being based on incomplete information. The general game principles
are being used to stimulate the human expert. The role of knowledge
engineer is reduced to explanation of expert’s game operations from
the point of view of selected method of knowledge representation.

2 The systems of simple alternatives

There are four basic methods of knowledge representation: production
systems (rule-based systems), semantic networks, frames and predicate
logic of the first order. Besides, a practice has provided examples of
combined methods of knowledge representation, in particular:

1. The data base of production system can have a structure of a
semantic network.

2. The inference procedures in semantic networks and /or frames can
be formed by means of productions or by means of predicate logic.

3. The system of frames can be organized in the form of semantic
network or in the form of production system.

4. Frames can be used as templates for analysis of the data base of
production system.

The new potentialities for combining of methods of knowledge rep-
resentation arise in the case of use of intermediate knowledge represen-
tation languages. As examples, we refer to CM-frames! or descriptive

1V.Lozovsky. Network models. Artificial Intelligence. Vol.2, Models and meth-
ods: Reference book. Ed.D.Pospelov, Moscow, Radio i Svyazi, 1990, pp.28—49
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tables?, which are intended for implementation of semantic networks.
In the Laboratory of Artificial Intelligence Systems the method of sim-
ple alternatives was developed. It supposes simultaneous representa-
tion of productions and formulas of predicate logic[2]. The method is
based on elementary basic structure, which allows effectively to carry
out the inference.

Note 1. Every case in the problem domain for which the decision mak-
ing could be required we shall name as problem case. In different
problem domains for the expression “a characteristic feature de-
scribing a problem case” the different synonyms are used: “symp-
tom”, “property”, etc. We shall consider, that problem domain is
described by means of attributes having alternative values. The
pair “attribute: value” we shall name “fact”.

Note 2. In practice, an attribute can be numerical, for example, such
attributes as Growth or Weight. In the systems, where princi-
pal role is assigned to symbolic processing, values of numerical
attributes are replaced by aggregated ones as Large, Small, etc.
Further, we shall consider only attributes with finite number of
values.

Definition 1 We shall name a model of problem domain as attribute
model, if

(1) any domain case is described as a sequence of facts;

(2) facts are formed of attributes with finite range of values.

Definition 2 The system of simple alternatives is a triple of finite sets
(S,C, A), where S is a set of the basic facts, C is a set of auziliary facts
(and SNC =10), A is a set of some subsets from S U C. Elements of
A we will name as alternatives.

2G.Andrienko, N.Andrienko. Building knowledge bases in ESKIZ system. In
“Application AI Systems”, Kishinev: Stiintsa, 1991, pp.73-79
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According to the definition, an alternative is a finite n-dimensional
vector consisting of facts. Facts may be basic or auxiliary. The basic
facts correspond the real features of problem domain. The auxiliary
facts have not informative interpretation. They establish connections
between alternatives. For example, alternative

< animal : bird animal : fish >

cousists of two basic facts.

Set of alternatives, joined together, makes up a system of simple
alternatives. For example, the system of two simple alternatives is the
following:

{ < animal : bird animal : fish animal : mammal >
< extremities : wings animal : fish > }

Note 3. In the last example, it would be correct to write the system
of simple alternatives as follows:

S = { <animal: bird animal : mammal animal : fish >

< extremities : wings extremities : fins > }

¢ = {}
A = { <animal: bird animal : fish animal : mammal >

< extremities : wings animal : fish > }

However, if we assume that every fact enters at least into one alter-
native, then it is possible to skip set S and/or set C. So, any system
of simple alternatives can be described by enumeration of the only set
A.

During consultation the every fact can be confirmed or be refuted.
According to the definition, each alternative can contain the only one
confirmed fact. In the last example, if the fact “finitenesses : wings”
is confirmed, then the fact “animal : fish” and the fact “animal :
mammal” should be refuted. If this condition is not satisfied, then the
set of confirmed facts makes up a conflict set for the given system of
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simple alternatives. Thus, any system of simple alternatives permits
the finite number of combinations of facts[3].

Let a system of simple alternatives R = (5, C, A) is given and con-
sider a set of characteristic functions f : SUC — {0,1}.

Definition 3 Characteristic function F satisfies the system of simple
alternatives R, if for any alternative < hl,...,hm > from A the equal-
ity f(hl) + ...+ f(hm) =1 is true.

The set of characteristic functions satisfying the system of simple
alternatives R, we shall name a class of recognition for R and designate
it K(R). The class of recognition consists of correct combinations of
basic facts.

Knowledge base Class of
consisting of recognition:
systems of a set of
alternatives F permissible
& > —| combinations

< >} of facts
{« > .
< >} ( )

Fig.2. System of alternatives and its class of recognition

Therefore we can consider two tasks: “direct” and “inverse”. The
“direct task” is to detect a class of recognition of the given system of
simple alternatives. In [2] is shown how the “direct task” can be re-
solved. However, from the point of view of knowledge engineering the
“inverse task” is more interesting: to form a system of simple alter-
natives if its class of recognition is given. An algorithm of solution of
the “inverse task” is discussed in [4]. Thus, the representative poten-
tialities of systems of simple alternatives are enough rich. They make
possible, at least theoretically, to generate any class of recognition.

In [5] the inference procedure in the systems of simple alternatives
is analyzed. Let us assume, that the class of recognition of system
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of simple alternatives was formed as a result of enumeration of all
permissible domain cases. Besides, a few facts (but not all) of some
domain case are already confirmed. It is necessary to specify (as far as
it possible) all unknown facts for the given domain case. It is a typical
task of recognition.

It was proved, that inference in the systems of simple alternatives
is reduced to solution of a system of boolean equations. The complete
solution is being achieved only by complete exhaustive search of differ-
ent non-conflict domain cases. In practice, we can use the simplified
inference procedure. It is based on “deleting” of refuted facts from all
simple alternatives in knowledge base. Various modifications of this
procedure allow to perform the effective inference in systems of sim-
ple alternatives. The inference procedure should be considered as a
counstituent of the method of alternatives.

Now consider the task of knowledge base formation. From the point
of view of systems of simple alternatives it consists in the following.
Given a set of facts, which are sufficient for specifying of the problem
domain, human expert sequentially selects some subset of facts (gener-
ally speaking, very limited) and joins the facts in an integral functional
unit. Actually he (she) creates a mini-system of simple alternatives.
We shall name such mini-systems of simple alternatives - as knowl-
edge modules. As a rule, knowledge base is being formed of separate
independent modules. From the point of view of systems of simple al-
ternatives the independence of modules means that every module has
its own auxiliary facts. During inference the modules can make up a
sequence of “condition-conclusion” steps for reaching of given purpose.
In [3] the knowledge modules are described, which have a practical
interest.

First of all one should emphasize, that the simple alternative <

s1,s2,...,8m > is a knowledge module, which links the alternative
facts from the set S = {sl,...,sm}. The alternative works in two
ways:

e if some fact from the simple alternative is confirmed, then re-
maining facts from this module will be rejected;
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e if all facts except one of alternative are refuted, then the sole
non-refuted fact will be confirmed.

From the point of view of human expert, the module of alternative
fixes a complete list of facts such, that: (a) the facts are pairwise
incompatible and (b) each of decisions can permit only one fact from
the alternative.

The module of incompatibility for facts sl1,s2,...,sm can be writ-
ten as the alternative < sl,...,sm,c >, where ¢ is an auxiliary fact.
The module allows to form incomplete lists of incompatible facts. In
contrast to alternative, the only first way of work is possible. In other
words, module of incompatibility can only refute facts. We shall des-
ignate the module of incompatibility < s1,...,sm,c > as [sl,...,sm)].

The module of prohibition? for facts s1,s2,...,sm is the following
system of simple alternatives

{ [s1,¢l],

[sTn, e,
<ecl,...,em > }.

The class of recognition of the module of prohibition consist of all
permissible subsets of its basic facts except the subset (sl,s2,...,sm)
as itself. Module of prohibition refutes one fact from the initial list of
facts, if all other facts have been confirmed.

The module of implication for facts sl1,s2,...,sm is the following
system of simple alternatives

{ [s1,cl],
[sm, cm],
< s0,¢el,...,cm >}

The module works in two ways. The first way corresponds the rule
“IF sl and ...and sm, Then s0”. The second way corresponds the

3A.Zakrevsky. The eliciting of implicative rules in the boolean attribute space
and pattern recognition. // Cybernetics, 1982, No.1, pp.1-6
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reasoning “by contradiction”, i.e. if both the fact-conclusion is refuted
and all facts from condition except the only fact are confirmed, then
the sole non-confirmed fact will be refuted. Usually, the module of
implication is used to represent the “condition-conclusion” rules having
a nature of the law. For example, “an increased content of chlorine in
ground reduces in loss of a plant”.

The module of production for facts s1,s2,...,sm is the following
system of simple alternatives

{ [s1,cl,cl'],

[sm, em, em/],
< s0,cl,cl', .. emyem’ >}

In contrast to implication, the only first way of work is possible
for the module of production, so the reasoning “by contradiction” is
impossible. Production is intended mainly for one-direction subjective
instructions. For example, “IF there is a necrosis on leafs of plant,
THEN conclude that the surplus of chlorine is in the ground”.

Theoretically, the considered types of knowledge modules is exces-
sive. However it is meaningful to eliminate this redundancy only at the
level of computer implementation. On the contrary, it is necessary to
expand the expressive abilities of knowledge representation during the
dialogue with expert.

3 The expert system shell FIACR

The method of systems of simple alternatives was tested during devel-
opment of the expert system shell FIACR[6]. From the point of view of
functionalities, FIACR is the typical shell. It is intended for building of
expert systems supporting decision making in the tasks of recognition.
FIACR can be applied in the problem domains, where observable fea-
tures, intermediate judjements and final decisions can be represented
by means of enumeration of attributes accepting alternative values.
The work with FIACR is being carried out in the form of dialogue
between the system and the user. The user is in conditions of specific
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domain case and needs in justified decision making. The attribute the
value of which is interesting for the user, is being considered as target
attribute. The decision making consists in conclusion about the value
of target attribute. After obtaining the next observable fact (facts)
from the user the expert system tries to make a decision. If it turns
out, that the system “knows” not enough, then it continues to ask
the user. The dialogue finishes as soon as one of values of the target
attribute is confirmed.

In practice, the problem domain can include hundreds of attributes.
In FIACR the set of attributes is divided into non-intersected classes,
which are named subsystems. So, three different attributes with the
same title “COLOUR” could be simultaneously represented in knowl-
edge base, but they belong to different subsystems, for example, “LE-
AF?, “STEAM” and “FRUIT”. This simplifies the selection of titles
for attributes.

For each fact the concept of “condition” is defined. The fact can
be confirmed, refuted, uncertain or conflict. At the beginning of the
dialogue all facts are uncertain. After obtaining the new information
from the user or as a result of inference the fact can be refuted or be
confirmed. The conflict condition indicates the presence in knowledge
base of two possible independent conclusions, one of which confirms
some fact and the other refutes the same fact.

FIACR supports four different classifications of attributes[7]: ob-
servable or non-observable, target or non-target, compulsory or non-
compulsory, declarative or procedural.

1) Observable and non-observable attributes. Some attributes are
used as questions in the dialogue. These attributes correspond
to the observable parameters of the problem domain. The values
of non-observable attributes become known only as a result of
inference.

2) Target and non-target attributes. Before beginning of the dia-
logue the system should “know” about purposes of the consul-
tation. Therefore some attributes are being declared as target
attributes. As a rule, the target attributes are being chosen from
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non-observable attributes.

3) Compulsory and non-compulsory attributes. The system should
“know”, which attributes always exist in problem domain, though
the system don’t know their values in the meantime.

4) Declarative and procedural attributes. FIACR provides use of
declarative knowledge and procedural knowledge. Procedural at-
tributes are identified with computer programs. If during the di-
alogue the system confirms a value of procedural attribute, then
it temporarily interrupts the dialogue and the computer program
is being executed. The value of attribute is being transmitted to
the program as argument.

As well as any other shell, FIACR is based on a rigid structure of
knowledge modules [8]. Potentialities of the system permit to use five
types of knowledge modules: alternative, incompatibility, prohibition,
production and implication. Simple alternative is the basic module.
Eventually, all knowledge modules are being represented in the form
of systems of simple alternatives. Moreover, every attribute is being
represented as simple alternative. Besides, some alternatives carry out
additional functions of data structures. Thus, for all logic structures
in knowledge base a principle of double use of alternatives is satisfied.

To expand representative facilities of knowledge representation[9]:

e the use of negative facts is supposed;

e The module of implication and the module of production can
have a lot of consequences. For this, the concept of “composite
fact” was introduced.

Dialogue with the user in FIACR is based on the mechanism of re-
placing of the questionnaires [10]. Every questionnaire is a list of ques-
tions, and every question corresponds to an observable attribute. Rules
for replacing the questionnaires (simple alternatives) are represented in
the knowledge base. The questionnaire with the title “START” is be-
ing performed the first. It contains the most common questions. The
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mechanism of replacing the questionnaires allows to avoid extremal
forms of the dialogue with user, namely:

e Use of unique list of questions;

e Choice of the sole (isolated) question on every step of dialogue.

To fill the knowledge base an input language is developed[11]. Load-
ing the knowledge modules into the knowledge base is being carried out
with the help of special compiler. At the same time, FIACR has the
dialogue editor, which allows to build a knowledge base without use of
the input language.

The special place in the system FIACR is assigned to knowledge
base debugging. Methods of debugging are subdivided into testing
methods and research methods. Testing is intended to check the knowl-
edge base on particular (test) examples. The purpose of testing is to
localizate erroneous knowledge modules. In [12] the test is defined
from the point of view of systems of simple alternatives and criterions
of completeness of set of tests [13] are considered.

The research methods are intended for discovering of poorly devel-
oped fragments of knowledge base. They are subdivided into static
methods and dynamic methods. Methods, which use inference engine,
belong to the dynamic methods; the others are static ones. Static
methods are constructed in the form of independent utilities. Every
utility tests a strictly fixed type of knowledge modules. Usually static
methods investigate domain-independent characteristics of knowledge
bases.

The dynamic methods are based on the concept of “conflict set of
the facts” (see Section 2). The main idea is to detect all theoretically
admissible conflict sets of facts and to present them for analysis by
human expert. In [14] the methods of examination of conflict sets of
facts are considered. In [15] the concept of “minimum conflict set of
facts” was introduced and the algorithm of generation of all minimum
conflict sets of facts is offered.

The expert system shell FIACR was elaborated up to the level of
commercial prototype[16]. FIACR has been used to build the expert
systems in such domains, as:
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e prognosis of type of relations between fitohormones (in the Insti-
tute of Ecological Genetics of the Academy of Sciences of Moldo-
va, Kishinev);

e Searching of defects and restoring of machine tools with numerical
programm control (in the Institute of Problems of Control of the
Academy of Scienses of the USSR, Moscow);

e Pre-start monitoring of technical condition of the object (in the
Institute of Problems of Control of the Academy of Scienses of
the USSR, Moscow).

Besides, FIACR was used in tens of technological and industrial
centers of the former USSR.

4 Method of partitioned boolean matrices

Other developed method of knowledge representation bases on the use
of finite predicates, including fuzzy predicates. The method is designed
for diagnostic tasks and uses the formalism of partitioned boolean ma-
trices, proposed by professor A.Zakrevsky [17].

Let be given a set of attributes {a1,aq9,...,a,}, and A;, As, ..., Ay
are finite ranges of values of these attributes. Any problem case can be
represented as an element from the universum M = A1 X Ao X ... X A,,.
The set of correct problem cases (all permissible combinations of facts)
P can be represented by means of enumeration of some elements of
universum M, ie. P C M.

Characteristic function for the set P can be represented in the form
of n-place predicate ¢ (ay,aq,...,ay), for which the set M is range of
definition.

Now counsider the task of diagnostics. The exposition of some prob-
lem case is being considered as partial (incomplete) information about
some element from the set P, i.e. only the m (m < n) of values of
attributes are known: a; € F; C Aj (j = 1,m). It is necessary to find
minimum subsets B; C A; (j = 1,m) such, that for any a; € B; the
equality ¢ (a1, as2,...,a,) =1 is true.
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In [18] the given task is reformulated as follows. To represent el-
ements from the universal set M, the concept of partitioned boolean
vector is introduced. If attribute al has values A1y, A19,..., A1, at-
tribute as has values Aoy, Agg, ..., Aoy, ... attribute has values A,
Apo, ..., Apmn, then the appropriate partitioned boolean vector has
the length m1 + m2 + ... + mn. The vector consists of sections; sec-
tions are been ordered in correspondence with the attributes from the
set {a1,as,...,an}. Every element of every section corresponds to the
value of the attribute. The value of each element of the partitioned
boolean vector can be 0 or 1, accordingly to whether is confirmed the
corresponding value of the attribute or not.

To represent finite predicates the sets of partitioned boolean vectors
are used. The partitioned boolean vectors are interpreted as elemen-
tary conjuctions of one-place predicates, and sets of vectors (i.e. matrix
of conjuncts) are interpreted as disjunctive normal forms of final predi-
cates. Finite predicate ¢ (a1, ag,...,ay,) can be defined as a conjuction
of elementary disjunctions di,da,...,dg. This conjuctive normal form
can be represented as a partitioned boolean matrix D, consisting of
lines — disjunctions dy,do, ..., d; and can be considered as the set of
equations dy = 1, do = 1, ..., dp = 1. The set of radicals of this
system is the characteristic set of predicate ¢.

Obtained theoretical results [19] provide a list of functions to work
with partitioned boolean matrices. Inference in the knowledge base
represented by means of the matrix D is reduced to determination of
simple disjunctions for the predicate represented by the matrix D.

In [20] the given method was generalized for fuzzy case, i.e. when
the set P is fuzzy in sense of L. Zadeh?. The main idea of the proposed
method is the operation of fuzzy resolution. The operation is applied
to two initial disjunctions of the k-th section and, as a result, it forms
the third disjunction — a resolvent. The k-th section of the resolvent is
the conjuction of corresponding sections of initial disjunctions, and the
other sections are disjunctions of corresponding sections of initial dis-
junctions. It is important, that the contents of the resolvent depends

1L.Zadeh. The concept of a linguistic variable and itd application to approximate
reasoning. N.Y.: Elsevier P.C., 1973
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on the form of premises. It was proved, that for deriving the most
strong resolvent it is necessary to transform the initial disjunctions
into the k-th reduced form. The criterions of complexity of disjunc-
tions are formulated in [21]. Basing on the premises (i.e. without the
formation of resolvent) the criterions allow to determine, whether or
not the resolvent is a consequence of one of disjunctions.

5 Problem of knowledge acquisition

Knowledge acquisition means a process of knowledge elicitation from
human expert or knowledge extraction from other sources and trans-
mission the obtained knowledge to expert system. Usually the following
ways of knowledge acquisition are being considered: analysis of special
texts, restoring of regularities from empirical data, elicitation of per-
sonal knowledge of human experts. Further we shall consider only the
elicitation of personal knowledge of human experts.

Originally it seemed that human expert can fill knowledge base
himself (herself). Such method is named as “direct extraction”. After
unsuccessful attempts to implement this method in complete volune, it
became clear, that personal knowledge and professional skills of human
expert counteract the direct extraction procedure.

In the first place, the expert’s knowledge have not a modular struc-
ture. Human expert understands steps of inference in the uniform
“compilated” form. This is the result of numerously reiterations of the
same steps of reasoning in practice.

Secondly, the most important knowledge of human expert have non-
verbalized nature, because they were gained immediately from practice,
without using of natural language. In other words, the most important
knowledge of human expert exist in the form of images or associations.
Therefore, it is very difficult to verbalize them and it is much more
difficult to structure them.

Thirdly, to state knowledge correctly the human expert should
deeply comprehend a course of his (her) own reasonings. However it is
impossible to rely on self-observations of human expert. The skill to
apply knowledge and the skill to tell about them are the two different
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things. From the point of view of the second skill the human expert is
not a highly skilled professional. Certainly, human expert could explain
the decisions made by him (her), however this explanation differs from
the genuine course of reasonings. Besides, logical steps and regularities
which the expert has told during the explanation are valid only within
the case of the given example.

These natural obstacles seriously hamper the direct knowledge ex-
traction. As a result, the other method is more acceptable, when the
specialist of special genre — knowledge engineer — tries to form knowl-
edge base together with the human expert. Knowledge engineer should
elicit and to structure expert’s knowledge, so that further they could
effectively be used within framework of the selected knowledge repre-
sentation formalism. Knowledge engineer should not only use his (her)
engineering skills, but also demonstrate nonstandart, creative facilities.

The use of special systems, allowing (at least partially) to automate
gathering, structuring and systematization of knowledge can essentially
increase the effectiveness of knowledge acquisition. However the task
of automatization of dialogue with human expert is nontrivial. De-
spite abundance of theoretical researches the shortage of constructive
methods in this area is being obviously felt.

At initial stages of knowledge acquisition the simple interview still
remains a widely used method. Simple interview looks as a friendly
talk. In dialogue with expert the knowledge engineer tries to find
out the general structure of the problem domain and to make out the
essence of decision making task. Special attention the knowledge engi-
neer should give to elicition of target decisions. Only then it is possible
to give the definite answer: either the knowledge engineer has run into
already investigated case of “good” decisions or he(she) should go an
unknown way. General feature of the “good” decisions is simplicity of
their titles and possibility to enumerate the complete list of decisions.
For example, the following decisions are “good”: list of defects, direc-
tory of products, taxonomy of microorganisms. Thus, simple interview
allows to fix main concepts of problem domain.

Structured interview is used for more detailed analysis of these con-
cepts. Structured interview looks as a set of questions and answers.
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Knowledge engineer uses outcomes of the simple interview and makes
ready a list of questions being subject to discussion. Structured inter-
view allows to reveal the structure of concepts. Experienced knowledge
engineer should know how to use the methods of zonding[22].

Simple interview and structured interview poorly lend themselves
to automatization. In practice, the methods of indirect extraction are
much more useful, i.e. when the expert solves different problem cases
given by the knowledge engineer, and then the knowledge engineer re-
counstructs steps of expert’s reasonings. There are two basic approaches
to organization of indirect knowledge eliciting: contrasting of decisions
and consulting by correspondence.

6 Knowledge acquisition based on contrasting
of decisions

The methods of contrasting of decisions are intended for building of a
taxonomic hierarchy of problem domain. It is supposed, that the initial
set of decisions is already known. The main idea consists that knowl-
edge engineer requires that the expert specifies the features of similar-
ity and/or distinction of different decisions. As a result, methods of
comparison of decisions allow to elicit the attributes and connections
between the decisions and to form an attribute model of the problem
domain. Scenario of the dialogue depends on the nature of a prob-
lem domain and on the selected method of knowledge representation.
Therefore, the scenario can vary, but every time in the framework of
basic idea of comparison. The most known method of comparison of
decisions is the repertory grid method?.

The main idea of the repertory grid method is borrowed from ex-
perimental psychological analysesS. The essence of the method consists
that triples of various decisions are being sequentially demonstrated to
the human expert and he (she) should execute a special operation for
each triple. Namely, the expert should name the attribute and specify

5J.Boose Expertise Transfer for Expert Systems, Elsevier, 1986
9G.Kelly. The psychology of personal constructs, Norton, 1955
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two its values, which divide the given triple into pair of similar decisions
and one contrast decision. Thus, two decisions should be characterized
by the first value of the attribute, while the one contrast decision should
be characterized by the second value of the attribute.

Consider an example. Let the triple of decisions: HUMMING-
BIRD, OSTRICH and PARROT has been demonstrated to expert.
The correct answer can sound as follows: “PARROT and HUMMING-
BIRD can fly well and this fact distinguishes them from OSTRICH
which can not fly”. The answer of the human expert can be presented
by a fragment of the semantic network with binary connections:

Fl ili Fl ili
PARROT | W2MHEY  ooog PV AP iV IMING-BIRD

Fl ili
OSTRICH V2N N oe

The repertory grid method can be easily incarnated in computer.
Its orientation on semantic networks with binary connections allows to
develop the knowledge bases for tasks of recognition and classification.

In closer examination[24], the repertory grid method looks ideally
balanced. On the one hand, expert has ONLY three variants for parti-
tion, and exhaustive search of the variants is not a complicated prob-
lem. On the other hand, expert has the FULL three variants and,
therefore, an enough number of ways to select the most natural di-
viding attribute. The requirement of similarity of two decisions, firstly,
limits an area of searching of suitable dividing attribute, and, secondly,
makes the expert’s reasonings more constructive.

Another advantage of the repertory grid method is that the elicited
attributes reflect qualitative properties of decisions. Ounly the expert
can rightly specify, what features of decisions are identical, and what
are different. For example, from the point of view of recognition of
vegetables the attribute “COLOUR” (green, red, violet, etc.) is an
important feature, therefore all tints of the colour are reduced to one
value. But if the development of plants is being investigated, then
just the tints of colouring of leafs (dark-green, bright-green, etc.) are
important.
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The “classical” repertory grid method allows to specify only two
values of attribute. However, the method can be supplemented by the
procedure of elicitation of complete spectrum of values of the attribute
[23], it is enough to ask the expert about values of the attribute for
those decisions, which were not presented in the initial triple. In our
example, knowledge engineer can demonstrate remaining decisions —
for instance CHICKEN and EAGLE, that could stimulate the expert
to specify other values of the attribute “Fly ability”: “bad” and “very
good”.

Fl ili Fl ili
PARROT WM oiod YA U MMING-BIRD

Fly abilit
y y

OSTRICH None

Fl ili
CHIKEN Wby p g

Fly abilit
EAGLE y I Very good

At the same time any modifications of “classical” repertory grid
method should be carried out with the extreme caution. Changing of
initial conditions of the task can result the human expert incorrectly
understands what it is required from him (her). To define the initial
task more correctly a Schematic Picture or visual image can be used.
With the help of Schematic Picture it is possible to explain a compli-
cated idea. The idea of using of Pictures in knowledge engineering is
discussed in [26] and an example of special image language is described.
In short, knowledge engineer and expert accept the conventions about
use of Pictures. As a result, they have in instruction a powerful image
language, which allows them to formulate precisely nontrivial questions
and answers. Application of the image language is especially effective
in combination with computer graphics.

The shortages of repertory grids are of a specific nature. Sometimes
the formally composed triple of decisions irritates the expert because
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of non-comparability of presented decisions. To solve this problem it
is possible to filter all possible triples of decisions beforehand [28].

Other problem of repertory grids is caused by a non-verbalized na-
ture of personal knowledge. All methods of comparison require from
human expert to specify (to write or to say aloud) a title of attribute
and its values. However this task is not simple. To facilitate the search
of correct titles and statements a method of improvement of titles [30]
was developed. It allows to standartize all titles of facts and to dis-
member them into titles of attributes and titles of their values. The
method consist of three steps. At first, it requires the human expert to
construct a general question for the set of given facts. Further, the ex-
pert should give all possible different answers to the question. At last,
the special heuristic procedure uses methods of grammatics restoring
[25] and extracts titles of attributes and titles of their values.

Another shortage of repertory grids is its monotone: the human
expert should repeat the same operation for many different triples of
decisions. The idea of organization of the repertory grid method in
the form of game was proposed in [29]. It consists in division of the
repertory grid procedure into a comparison stage and an explanation
stage. At the stage of comparison the program sequentially shows var-
ious triples of decisions to the human expert. The task of the expert
cousists ounly in dividing decisions of every triple into two parts, con-
taining one contrast and two similar decisions. This stage is being fin-
ished when the number of triples being analyzed is enough (by formal
reasons) to recognize any decision from the complete list of decisions.

Note, that at the first stage the expert should ounly divide triples
of decisions. The act of comparison is extremely simple, therefore the
stage has a dynamic nature and it allows to analyze a much more
number of different triples. At the second stage, human expert should
explain the partitions he (she) made. For each of the made partitions
the expert should define (enter from keyboard) a proper attribute and
two its values. First of all, the expert specifies title of the attribute.
Then he (she) can construct a complete spectrum of values of the given
attribute. Note, every new attribute can make redunant (from the
formal point of view) the further analysis of non-explained triples. The
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game task is to enter a minimum quantity of attributes at the second
stage of the game.

The proposed modification of repertory grids allows to increase ef-
fectiveness of knowledge elicitation. Human expert has a time to an-
alyze much more triples than in the case of synchronous dividing and
explanation.

An interesting idea of implementation of the contrasting of deci-
sions is proposed in the role dialogue methods, which implicity mask
the problem domain specifications by some well-known sphere of hu-
man activity. For example, to create the different cases of contrasting
of decisions the scenario “Advertising agent” [31] uses primitive market
nomenclature. Decisions are named by Goods, expert is Advertising
agent. The role without words belongs to Competitor. The Com-
petitor does not take participation in the dialogue, but it is necessary
to take into account Competitor’s influence. The task of Advertising
agent is concrete: to leave the Competitor behind and to sell the Goods
to Buyer. However the Buyer is rather fastidious: he seems inclined
to purchase, but then begins to doubt and require new explanations.
Taking into account modification of the nomenclature, the constructed
predicates reflect the quality of goods. One step of the dialogue consists
that Buyer describes to the Advertising agent the next doubtful situa-
tion and requires to enter new information, which refutes these doubts.
The scenario “Advertising agent” was implemented in the system ES-
KIZ. It is intended for knowledge elicitation in tasks of selection.

Usually, methods of comparison of decision are being utilized for
elicitation of declarative knowledge. Tasks of control are a non-traditio-
nal area for these methods. In [32] the method of contrasting of deci-
sions for tasks of control is proposed. Knowledge is being represented
in the form of special semantic network, which is named as control
scheme. The dialogue with human expert is intended for synthesis
of the control scheme and consists of several stages. At first stages
the human expert should explain the sequence of operations for reach-
ing of given goal. Then the special procedure based on methods of
formal grammatics restoration, generalizes the examined sequences of
operations into so-called “transition diagram”. Further dialogue with
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human expert allows to elicit the conditions of transitions in the dia-
gram. Fragments of the diagram are being considered as outcomes of
comparisons, which expert has to explain. The diagram with included
conditions of transitions represents the required control scheme.

The attempt of generalization of repertory grids for fuzzy case is
made in [33].

7 Expert games

The idea of consultation by correspondence as a method of knowledge
acquisition consists in that knowledge engineer formally describes a
domain case and requires the expert to make the decision. The differ-
ent methods of consultation by correspondence support different forms
of dialogue between knowledge engineer and human expert. Protocol
analysis is the most elementary method: knowledge engineer shows to
human expert a complete exposition of the domain case and then writes
the protocol of expert’s reasonings. The obtained protocol “of reason-
ings aloud” bears the text information about mechanisms of decision
making. There are various variants of protocol analysis: scenario mod-
elling, self-report, observation, etc. Knowledge elicitation tools make a
hypothesis, that any protocol has a rigid structure. For example, au-
thors of the system KRITON 7 assume that protocol consists of several
segments appropriate to the stages of inference.

In some other methods of consulting by correspondence, for ex-
ample in the Expert games[34], knowledge engineer shows to human
expert only a part (fragment) of complete exposition of domain case
and requires the expert explain steps of his (her) reasonings. The ex-
pert games is a special category of these methods[35]. They look as
usual computer games with bonuses, sanctions and penalties. At the
same time, expert games are “immersed” in the researched problem
domain and use problem nomenclature.

The purpose of expert game is to stimulate the expert to make deci-

"J.Diederich, L.Ruhman, M.May. KRITON: a Knowledge-acquisition tool for
expert systems Int.J. of Man-Machine Studies, Vol.26, 1987, No.1, pp.29—40
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sions being based on incomplete information about domain case. Dur-
ing the game the information about some domain case is being implicity
conveyed to the expert. The rules of expert game require the expert
makes particular operations (conclusions). For this purpose the expert
should use his (her) professional knowledge. The retrieval behaviour
of the expert uncovers the “interior kitchen” of decision making. As
a result, the task of knowledge engineer is reduced to explanation of
expert’s operations from the point of view of selected method of knowl-
edge representation.

Switching of expert’s attention to the pure game tasks allows to
attract the expert and to mask the original purposes of the dialogue.
Actually, knowledge engineer can keep from expert, that the expert
takes participation in complicated process of knowledge elicitation. At
the same time it is necessary to remember, that not every person is
being tempted to passion, therefore sometimes expert games can be
meaningless.

As a class software products the expert games are based on four
main principles.

Principle 1. In expert games the dialogue with expert is organized
in the form of computer game.

Principle 2. Test examples are used as input data for expert
games. Every test example consists of formal exposition of a domain
case and the title of appropriate decision. The base of examples is
created by knowledge engineer.

Principle 3. In outcome of expert game the protocol of expert’s
game operations is being formed.

Principle 4. In expert games there is an interactive block of proto-
col analysis, which allows knowledge engineer to re-build formal stimuli
of the expert’s game operations. This block consists of the two sub-
systems: subsystem of preliminary protocol analysis and subsystem of
knowledge elicitation. The functionalities of subsystems depend on the
hypotheses about style of reasonings of expert during the expert game.
General architecture of expert game is represented on Fig.3.

In contrast to other automatized methods of knowledge acquisition,
the expert games are much more poorly oriented to the construction
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Adjustement of
Game Parameters

Initial Information

Fig.3. General architecture of expert game

of a final structure of knowledge base. Even in the ideal case, knowl-
edge engineer should not expect to generate knowledge base after the
expert’s gaming at computer. The expert games deliver half-finished
knowledge, which require finishings.

The game “Black Box” [37] was the first of expert games. “Black
Box” assumes the attribute model of problem domain. Human expert
and computer are competing parties in the game. Before beginning of
the game, computer “knows” the set of potential decisions and, at least,
one test example of one of decisions (i.e. set of facts describing domain
case and title of appropriate decision — See Principle 2). The human
expert should state the title of decision, that is known to computer.
During the game, computer shows facts from the test example to the
expert. It show not all facts at once, but one by one. Thus, the
confirmed information about the domain case is being increased after
every step of the game. Rules of the game require the expert make
stakes on potential decisions. Through the stakes the human expert
implicity formulates hypotheses about acceptability of making that or
another decision.

Rules of the game permit to increase or to decrease the early made
stakes after acquaintance with new facts. However, if expert has de-
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creased a stake, then the removed part comes back to him (her) not
wholly, but only partially, and the part being returned is being de-
creased in geometrical progression after each new round of the game.
The points are used for payment and the some amount of money (pa-
rameter S) is being given to expert before start of the game. The
winnings of expert depends on that, how well-grounded were the ex-
pert’s stakes.
Formal parameters of the game are:
N — number of facts in the initial example,
S — initial amount of expert’s money,
Q — geometrical progression factor,
L — minimum permissible size of the total sum
stakes being made.
Using these parameters the knowledge engineer can control the rules
of the game.

4L A
3L A
2L 1

1 2 3 4 K-1 K

Fig.4 a) “Bad” behaviour of expert
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1 2 3 4 K-1 K

Fig.4 b) “Good” behaviour of expert

In [37] the various modifications of “Black Box” were discussed and
influence of the game parameters to expert’s behaviour was investi-
gated. It was proved, that there is the optimum strategy of expert’s
behaviour, which allows to play “Black Box” with minimum losses. In
common cagse, the optimum strategy is a function F, which depends
on parameters of the game. The “most unfavorable” is such behaviour
of human expert, when he (she) strictly follows the optimum strategy.
Using of the optimum strategy “kills” initial intensions to elicit the
knowledge. If expert adheres to the optimum strategy, he (she) only
confirms (repeats) the initial test example (pic.4).

But in practice the expert seldom uses the optimum strategy. On
the contrary, his (her) knowledge just counteracts to using of the opti-
mum strategy.

The “Black Box” allows to elicit the prohibitions and productions
(see Section 2). First of all, knowledge engineer should investigate the
game protocol and to eliminate the evidently unpromising information.
At the second stage, knowledge engineer builds the formal knowledge
structures. Two various methods of protocol analysis are discussed in
[39]. They result in the formation of productions.

In the first case, all facts, known by the expert on some step of the
game, enter in the left part of module of production, and the decision,
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on which the expert has made stake, enters in the right part of the
production. Besides, an unknown condition X is being added to the left
part of production. Further, attempt is being made to determine the
unknown condition X. The second method is that all stakes are being
considered as feasible productions, then the coefficient of reliability is
being put in the correspondence to every production and the most
authentic productions are being selected.

Actually, in “Black box” the human expert analyzes observable
facts and then performs direct inference procedure. On the contrary, in
the expert game “Burime” [38] the human expert reasons in direction
from decision up to observable facts, therefore he (she) imitates the
inverse inference.

Initial information for “Burime” is the same as for “Black Box”:
computer “knows” all potential decisions and one test example. In the
beginning of the game, computer tells to expert the title of decision
from the test example and requires to guess all facts from the test
example. Also, computer informs about the number of facts in the test
example, for instance N facts. Trying to state the facts from the test
example, human expert every time tells N facts to computer. Computer
compares these facts and facts from the test example, and then informs
about “exact hits”. For example: “You have guessed right the 3 facts.
Try once again” or “You have guessed right all NV facts!”. In the last
case the game is be finished.

Protocol of the game represents a tree-like structure of expositions
(Fig.5). The root of the tree is the exposition constructed at the first
attempt. In a common case, the exposition Zi — 1 is a direct ancestor
of exposition Zi (1 < 4),if Zi was present on the screen before con-
struction Zi. The method of knowledge elicitation is based on the two
hypothesises:

e Any exposition corresponds to the inference tree in a production
system;

e As a rule, the new exposition Zj is generated from the previous
exposition Zi by means of replacement of one of its subtrees.
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Z—Z
Z1_'%2_'Zs_'z7_' Zy
Z,

Fig.5. Tree-like structure of the game protocol

At the stage of preliminary analysis the tree of expositions is being
divided into components of connectivity, which are being simplified by
linearization procedure and then are being considered independently.
In [39] the procedure of linearization is considered in detail. In common
case, linearization is a selection of the main chain and then step by step
inclusion of adjacent chains.

At the second stage the formal knowledge structures are being cre-
ated. For this purpose, the recursive heuristic procedure of AND/OR
Trees restoration was developed.

Except considered games, we have created a lot of others. They
are based on various game principles and are intended for elicitation of
special knowledge structures. For example, the expert games presented
in [40,41] are oriented to elicitation of prohibitions and incompatibili-
ties, and knowledge modules are being formed in correspondence with
the inpur language of FIACR (see Sections 2-3).

8 Conclusion

The majority of our researches in knowledge engineering was supported
by grants of the Academy of Science of the USSR. Obtained results
are presented in about 100 scientific publications. They were reported
at the scientific conferences in USA, France, Japan, Germany, Russia,
Moldova, etc. Eight employees of the Laboratory have received degrees
of doctors. The developed methods of knowledge engineering are imple-
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mented in the program systems FIACR, FIACR+, CAPRICE, EDIP,
AFORIZM and ESKIZ. The systems are used in tens of scientific and
industrial centers of Moldova and abroad.
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