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Abstract

Breast cancer is perceived as the most common cause of mor-
tality among women globally. Early detection of this disease is
critical to reduce significantly the possibility of death. Machine
learning techniques have been proved to be efficient and very
successful for an accurate breast cancer diagnosis. In this pa-
per, an efficient hybrid Feature Selection (FS) method named a
Correlation technique-Modified Grey Wolf Optimizer (CMGWO)
was proposed for accurate breast cancer classification based on
dimensionality reduction. The suggested technique is based on
two stages: the feature selection step and the classification step.
Feature selection is the process of picking the most significant
characteristics from a dataset. This stage is crucial in machine
learning. Firstly, we focus on the filter method by using a Cor-
relation technique for dimensionality reduction. This technique
is intended to eliminate and reduce the number of features by
selecting one feature from the other correlated features. Sec-
ondly, we use the Modified Grey Wolf Optimization algorithm
(MGWO) to locate and determine the most significant features
from uncorrelated features. After that, we use multiple classifiers
to classify breast cancer disease based on the selected features.
The Wisconsin Diagnostic Breast Cancer (WDBC) database was
used to prove the performance of our proposed work. The ex-
perimental results show that the combination of the correlation
method and MGWO for feature selection increases the accuracy
rate of classification with a minimum number of features. The
performances of different machine learning algorithms were eval-
uated, including Random Forest classifier (RF), Support Vector
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Machine (SVM) Classifier, and Naive Bayes (NB) Classifier for
the classification step. The suggested technique proves to be
the best approach and reliable one among all studied approaches
since it increases classification accuracy to 99.12% obtained by
CMGWO using Random Forest classifier and demonstrates its
significance in detecting breast cancer.

Keywords: Breast cancer, Feature selection, Correlation co-
efficient, Grey wolf optimizer, Classification.
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1 Introduction

Breast cancer is perceived as the most deadly disease globally |[1].
Breast cancer develops in the breast cells. The latter tend to be-
come worse and increase quicker over time, ultimately leading to death.
Breast cancer can be treated and avoided in its early stages. However,
many women receive cancer symptoms when it is too late. Breast can-
cer tumors are classified into two classes, benign and malignant. A
benign tumor is not harmful to the human body and seldom causes
death. A malignant tumor is fatal. This type of tumor evolves quickly
because of uncontrolled cell development. Early prevention of breast
cancer is essential to heighten the survival chances. For this reason,
diagnosis of breast cancer involves accurate identification of breast can-
cer tumor |[2|. Otherwise, to enhance the capability of breast cancer
diagnosis classification, researchers over the globe proposed many tech-
niques using machine learning algorithms to obtain the best results and
to complete the weaknesses of each other. However, there is a huge op-
portunity to adopt more efficient breast cancer detection systems. This
paper proposes a new method for breast tumor classification using ma-
chine learning algorithms. We develop a novel approach that effectively
classifies breast cancer. The standard benchmark Wisconsin Diagnos-
tic Breast Cancer (WDBC) database [3] has been used to test and
compare the classification performance of the proposed approach with
a number of existing studies. The proposition is based on the advan-
tages of the F'S process. FS is a preprocessing technique that could
largely influence data mining methods [4]. The latter was done to
enhance classification accuracy through eliminating unnecessary and
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insignificant data from original datasets. Thus, F'S has become a cru-
cial component in developing machine learning models. In many cases,
FS can enhance the performance of a machine learning model as well.
In literature, there are three variable selection methods [4]- [7]. Fil-
ter methods like Chi-square Test technique, Correlation Coefficient,
and Variance Threshold. The second one is the Wrapper methods,
for example, Forward Feature Selection technique, Backward Feature
Elimination, and Exhaustive Feature Selection. Finally, the embedded
methods are like LASSO Regularization (L1) and Random Forest Im-
portance. Among the challenges we encounter when applying a single
FS technique is the low accuracy that was obtained for feature subsets
selection and that requires artificial analysis of different datasets [5].
On the other hand, high computational cost is another disadvantage
of these approaches [5]. In recent years, to solve optimization issues,
hybrid algorithms have attracted attention. Hybrid algorithms are the
ones that mix many algorithms to create a more effective one in or-
der to address more challenging optimization issues. To enhance the
possibility of rapidly and efficiently discovering the best solution and
selecting the most important features from a dataset, we propose in
this paper a robust hybrid feature selection method. In this method,
we use a correlation technique for variable selection. Then, we apply
a modified GWO algorithm on chosen attributes to get the most im-
portant features from uncorrelated features in order to classify breast
cancer disease accurately. The performance of the proposed approach
is tested on the WDBC dataset [3] to determine the optimum com-
bination of features that would maximize the classification accuracy.
Different classifiers will be trained on the optimized subset of features
identified by correlation and modified GWO algorithm. As a result,
the main objective of the proposed work is to determine the most sig-
nificant features from the large dataset that help to make an effective
and efficient classification of breast cancer.

This paper is divided into five sections. Section 1 is an introduction
to this study. Section 2 discusses relevant studies and several cutting-
edge techniques for breast cancer diagnostics. The proposed strategy
is presented in Section 3. Section 4 is concerned with experimentation
and discussion. Section 5 is the conclusion of the paper.
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2 Related works

Many researchers have used machine learning techniques for breast
cancer diagnosis to improve the accuracy of classification based on FS
techniques. In this section, we have reviewed some relevant studies
dealing with different F'S methods and machine learning techniques for
image classification.

In [6], the authors present a novel approach based on Recursive
Feature Elimination (RFE) and SVM classifier. The new Enhanced
RFE (EnRFE) method is an improved recursive feature elimination
approach. They evaluate RFE with EnRFE on a variety of real datasets
and find that EnRFE increases classification accuracy considerably,
especially for a small number of features.

An effective heterogeneous image recognition system was intro-
duced in [7]. The multi-model classification technique (MM-CM) and
adaptive relevant feature selection are the key components of the pro-
posed system. They use Fisher Linear Discriminant (FLD) to choose
the most pertinent features based on the SVM evaluation that was per-
formed. Two image databases including the COREL and CALTECH-
256 with a significant number of features are used to evaluate the per-
formance of the suggested image recognition system. The findings ob-
tained show that adaptive feature selection based on MM-CM enhances
recognition accuracy in different image databases.

Darzi et al. [8] studied feature selection for breast cancer detection.
The suggested techniques involve a wrapper approach based on Genetic
Algorithm (GA) and case-based reasoning (CBR). The GA algorithm
was used to locate all feasible subsets of attributes, and case-based rea-
soning was utilized to estimate the evaluation outcome of each subset.
The results show that the proposed model performed comparably to
the other models on the WBCD dataset. They achieved an accuracy
of 97.37% after the feature selection process.

In [9], the authors present an improved and novel strategy com-
bining reliefF and SVM-RFE algorithm to select optimum subset of
features performing well in image classification. According to the ex-
perimental findings, the suggested relief-SVM-RFE approach greatly
improves feature selection in image classification.

Shen et al. [10] studied the SVM algorithm with the Fruit-fly Opti-
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mization Algorithm (FOA) in various medical datasets obtained from
the UCI repository. The ML SVM technique is combined with Parti-
cle Swarm Optimization Algorithm-based SVM (PSO-SVM), Genetic
Algorithm-based SVM (GASVM), Bacterial Forging Optimization-
based SVM (BFOSVM), and Grid Search Technique-based SVM (Grid-
SVM). The SVM-FOA gives the highest accuracy at 96.9% in the Wis-
consin dataset.

To overcome the problem of overfitting, Bharat et al. [11] used k-
fold cross-validation methods. The different algorithms used are SVM,
Decision Tree (CART), NB, and k-Nearest Neighbours (k-NN). They
find that SVM with a Gaussian kernel is the best approach for predict-
ing breast cancer accurately.

Jamal et al. [12] worked on two machine learning algorithms, a sup-
port vector machine (SVM) and extreme gradient boosting, and com-
pared their performances. For classification, they reduced the number
of data attributes by extracting the features with the help of principal
component analysis (PCA) and clustering with k-means. In their case,
feature extraction is accomplished by changing data from one dimen-
sion to another depending on the Euclidian distance between cluster
centroids. The metric assessment shows that the dimensionality re-
duction using the K-means cluster is nearly as excellent as PCA. The
experimental findings revealed that sensitivity was the most essential
parameter for early diagnosis of breast cancer.

A novel feature selection technique presented in [13], that is based
on bee colonies, and a gradient boosting decision tree was proposed.
Experiments are carried out using two breast cancer datasets and six
public data repository datasets. The experimental findings demon-
strate that the suggested strategy efficiently minimizes the dimensions
of the dataset and achieves improved classification accuracy.

In [14], the authors suggested a novel breast cancer intelligent di-
agnosis approach that employed information gain-directed simulated
annealing genetic algorithm wrapper (IGSAGAW) for feature selec-
tion. The efficacy of the proposed approach is tested on Wisconsin
Original Breast Cancer (WBC) and Wisconsin Diagnostic Breast Can-
cer (WDBC) breast cancer data sets. The results demonstrate that the
proposed method outperforms other works.
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A. Rahmani et al. [15] suggested a novel method to enhance the
process of breast cancer diagnosis by using the Grasshopper optimiza-
tion algorithm (GOA) to select the optimal features that are classified
by SVM. The experiments for this study were performed on the WBC,
WDBC, and WPBC datasets, with accuracy values of 99.51%, 98.83%,
and 91.38%, respectively.

In [16], M. Abdel-Basset et al. developed a novel Grey Wolf Op-
timizer technique coupled with a Two-phase Mutation to tackle fea-
ture selection for classification issues using wrapper approaches using
a KNN classifier. 35 datasets are used in the studies including the
WDBC dataset. Statistical analyses are performed to demonstrate the
efficacy and outperformance of the suggested method.

Kumar and Singh in [17], in order to select the optimum subset
of features for accurate identification of benign and malignant breast
cancer tumors, have proposed an enhanced GWO in combination with
SVM applied to the WDBC dataset. Experimental results show that
the proposed method improves accuracy to 98,24%.

In [18], a comparison to the performance of support vector machine
(SVM)), artificial neural network (ANN), SVM with reduced features,
and hybrid SVM-ANN model in the breast cancer diagnosis was car-
ried out. It is found that the hybrid SVM-ANN model gives the best
accuracy of 98%.

In [19], feature selection and dimensionality reduction were imple-
mented using principal component analysis and evaluating the corre-
lations between distinct sets of features and their variation. The per-
formances of different machine learning algorithms, including logistic
regression, support vector machine, naive Bayes, k-nearest neighbor,
random forest, decision tree, and stochastic gradient descent learning
were assessed. The proposed method was tested on the WDBC dataset,
and findings show that the proposed approach performed better than
other existing works.

In this section, a related work about FS methods was presented.
FS is regarded as one of the most important and difficult challenges in
machine learning. As we have already seen, it is frequently employed to
resolve the issue of dataset dimension reduction in a variety of sectors,
particularly the medical one.
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According to this state-of-the-art, it is noticed that whatever the
FS method is used alone, it is challenging to offer a satisfying answer
due to the peculiarities of high-dimensional data space. In the most of
previous studies, the authors proposed many approaches to reduce the
dimensions of the datasets in order to minimize the computational cost
and improve the classification accuracy. However, there is no satisfac-
tory solution, and an optimal solution can’t be obtained. Focusing on
improving the classification accuracy, a new hybrid FS method has been
proposed. A hybrid FS method combines the advantages of the differ-
ent approaches. Therefore, the search space of the subset of relevant
features can be significantly reduced. Indeed, the hybrid algorithm is
able to avoid early convergence and more efficiently explore the entire
data space when a large amount of noisy data is eliminated. In this
context, the proposed hybrid method based on the technique of corre-
lation coefficients and the MGWO algorithm reduces the possibility of
falling into the local optimal solution.

3 Proposed method

The process of F'S becomes crucial for creating efficient machine learn-
ing models. In many situations, F'S may help a machine learning model
perform better. In this part, we present a new method CMGWO for
the classification of breast cancer by applying the FS technique on the
WDBC dataset. A hybrid FS technique using the Correlation and
Modified Grey Wolf optimizer technique was implemented. The orga-
nization of this section is as follows. Firstly, a definition of the Pearson
correlation technique was presented. Then, this section demonstrated
a description of the base GWO algorithm including the mathematical
model and Modified GWO. After that, it provided an explanation of
the architecture of the proposed model with a description of the WDBC
dataset. Finally, this section addressed in detail the implementation of
the correlation technique on WDBC to select the correlated features
and the MGWO applied to the selected features.

3.1 Pearson Correlation technique

Pearson Correlation method is a measure of the linear relationship
between any two quantitative and categorical variables [20], [21]. We
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can predict one variable based on the other(s) through correlation. The
target should be associated with the variables, but they shouldn’t have
any relationship with each other. In cases where two characteristics
are associated, the model only actually needs one of them since the
other one does not provide any new data. The range of the correlation
coefficient is between -1 and +1. The correlation’s strength rises from
0 to 1. Zero (0) means there is no correlation, while one (1) means
there is a perfect correlation.

3.2 Modified Grey Wolf Optimizer

Grey Wolf Optimization algorithm was a new optimization method
proposed by Mirjalili et al. [22] in 2014. The main idea of GWO is
inspired from the nature and emulated the behavior of hunting of wolves
(agents). There are four levels in the social hierarchy in the pack of
wolves, alpha («), beta (), delta (A), and omega (w), depending on
the wolf’s participation in the hunting process. Alpha («) wolf is the
dominant wolf in the pack, and his decisions should be respected and
followed by the pack members. The second best solution is beta (5)
wolf. The third level is occupied by delta (6) wolf. The last level is
omega (w) wolf. They are the least important individuals in the pack.
Grey wolves collaborate in intelligent manner. They follow the prey
in a team and try to encircle it and increase the chance of hunt. This
process is known as the encircling process. The mathematical model
of encircling is defined as follows (Eq. and Eq. (2)):

X(t+1)=X,(t)— AD, (1)

, (2)

where t indicates the current iteration, A and C' are coefficient vectors,
Xp is the position vector of the prey, and X indicates the position
vector of a grey wolf. The vectors A and C' are calculated as follows:

5:¢6XAO—X@)

A =237 —a, (3)

C = 2.7, (4)

where 71 and r2 are random vectors in range [0, 1], a is vector which
linearly decreased from 2 to 0 over the course of iterations, see [22]. The
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second process was the hunting process. It is usually guided by alpha
(), beta (), and delta (§) agents. These three wolves are considered
as the best solution in the pack and they have better knowledge about
the potential location of the prey. Therefore, the three leading search
agents are responsible to guide every search agent in the direction of
optimal prey. Mathematically, the hunting process is formulated as
follows [22]:

Dy = ‘51.Xa - X

,Dp = )62.)?5 - X’) ,Ds = ‘6*3.)?5 - X

;o (5)
Xl :Xa*/_(l.D_'a,XQ :Xﬁfffg.D_’ﬂ,X’ng’(s*A’g.D_’(g; (6)
X(t+1) = (X1 + X2 + X3)/3. (7)
At the beginning of the method, the GWO starts with a random pop-
ulation of wolves and a searching process guided by alpha («), beta
(8), and delta (&) wolves. When (A > 1), they diverge from each other
to search for the best prey (Exploration). In addition, if (A < 1),
they diverge from each other and force the wolves to attack the prey
(Exploitation).
The updating of each search agent’s position in the base GWO
included the average of the three best grey wolves, alpha, beta, and
delta wolf’s location (Eq. (7))). This technique produces low-quality

solutions. To boost the efficiency of base GWO in [17], the authors
proposed a weighted position update technique and changed the Eq.

by Eq. which is calculated by Eq. @:
X(t+1)= (X1 W1+ X0 W2+ X3 W3)/(W1+W2+W3), (8)
where W1, W2, and W3 were calculated as follows:
W1 = Gy Ay, W2 = Co Ay, W3 = Ciy Ay, (9)

3.3 Architecture of the proposed method

In the present research, to increase the accuracy of the classification
of breast cancer using a minimum number of features, we divided our
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work into two stages, including Feature Selection and Classification

(see Fig. [1)).

i
i Feature selection (Dimensionality Reduction of Dataset)
1
1
E L. Feature selection
WDEC :> Pre-processing ':>| Elimination of |:'> applied on the
dataset ! correlated features uncorrelated features
! using MGWO
1
: [
<7
Assessment of L — Classification using
classification model N RF,5VM, NB

Figure 1. Flowchart of the proposed approach. In our model, the
WDBC dataset was used; preprocessing step to cleaning dataset by
removing unused features. F'S strategy consists of two algorithms: cor-
relation technique and MGWO algorithm. For classification purpose,
we use multiple machine learning algorithms including SVM, RF, and
NB

The first one combined two techniques for dimensionality reduction (fil-
ter method and wrapper method). We selected the non-correlated fea-
tures from the WDBC dataset by removing correlated features among
them and with the target (cancer tumor or not) by applying the cor-
relation technique and reducing the number of features from 30 to 16
(see Section . Then, we passed the non-correlated features to
the Modified GWO algorithm to get a minimum number of variables
(see Section [3.3.3). Those features represent the most relevant and
significant ones for efficient identification in order to reach the best ac-
curacy of classification of breast cancer. Furthermore, we should point
out that applying MGWO algorithm to 16 attributes would be better
than to 32 attributes. The second stage is the classification the breast
cancer by using the SVM Classifier, RF classifier, and NB classifier.
Algorithm [I] represents a pseudo code of the proposed method. There
are two principal stages. The implementation of the first one consists
of three steps to select the best combination of features and get sat-
isfactory results. Then, the classification stage uses multiple machine
learning classifiers to classify breast cancer disease.
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Algorithm 1.

Phase 1:
Input: upload WDBC' Dataset
Stepl : Preprocessing and removing unused features

from Dataset.
Step2 : Feature selection with correlation technique and
removing correlated features from original dataset (see

Section [3.3.3).

Step3 : Feature selection applied on uncorrelated features
using MGWO algorithm (see Section .

Output : Selected features

Phase 2:

Classification of breast cancer using selected features
based on the output of Phasel and assessment the
accuracy of classification.

3.3.1 Description of WDBC dataset

We tested the proposed model using the Wisconsin Diagnostic Breast
Cancer (WDBC) dataset that is accessible in the UCI Machine Learn-
ing Repository [3], [23]. There are 569 cases totally in the dataset,
split into two classes. There are 357 instances in the malignant class
and 212 cases in the benign class, respectively. 32 attributes are used
to represent each record [17], [23]: patient ID, diagnosis, and 30 real-
valued attributes. These parameters define the features of cell nuclei
as obtained by the digitized FNA images of the breast mass. Ten
distinct characteristics of each cell nucleus are represented by the 30
attributes: radius (mean of distances from center to points on the
perimeter), texture (standard deviation of gray-scale values), perime-
ter, area, smoothness (local variation in radius lengths), compactness
(perimeter? /area — 1.0), concavity (severity of concave portions of the
contour), concave point (number of concave portions of the contour),
symmetry, and fractional dimension (“coastline approximation”- 1).
There are actually three values listed for each feature: mean value,
standard error, and maximum value.
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3.3.2 FS using Correlation

As demonstrated in Fig[2] to analyze the correlations between features
of the dataset, a heat map was used. A high correlation was observed
among “radius-mean”, “parametric-mean”, and “area-mean” features
as all these features contain information about the size of breast cancer
cells. Therefore, only the “area-mean” feature was selected to further
represent the information about the size of breast cancer cell.
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Figure 2. Heat map plot showing the correlations among all features
of WDBC

We dropped a total of 14 features: ’perimeter-mean’, 'radius-mean’,
‘compactness-mean’, ’concave points-mean’, ‘radius-se’, 'perimeter-se’,
'radius-worst’, 'perimeter-worst’, ’compactness-worst’, ’concave-points
worst’, ’compactness-se’, ’concave points-se’, ’texture-worst’, ’area-
worst’. This way, we had 16 features remaining for further processing.
Fig[3| displays the relationships between the chosen features.
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Figure 3. Heat map plot showing the correlations among selected fea-
tures of WDBC

3.3.3 FS using MGWO

In order to successfully detect the breast cancer tumor in our study, we
made use of the strengths of the MGWO algorithm to choose the most
pertinent subset of attributes. Algorithm [2|represents a pseudo code of
the MGWO algorithm. As we mentioned before, in MGWO, Eq.
is utilized in place of Eq. to generate new findings. The Different
classifiers were trained using the subset of characteristics that MGWO
determined. An example position vector for an alpha search agent of
the MGWO algorithm that is utilized for feature selection, is shown in
Fig[l There are two possible values for the solution location, “1” and
“0”. To solve a problem with n-dimensions, the position vector would
consist of n bits. The property is not picked if the amount is equal to 0.
On the other hand, the feature is picked if the value is 1. As a result, the
number of 1s in the position vector is exactly the same as the number
of features that were chosen (Optimal subset of features). Algorithm
[3] explains how MGWO chooses the optimal subset of features. The
most important features chosen by applying the MGWO method on
uncorrelated features were nine features including texture-mean, area-
mean, concavity-mean, symmetry-mean, fractal-dimension-mean, area-
se, concavity-se, smoothness-worst, and fractal-dimension-worst.
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Selected Features

Figure 4. Representation of feature selection technique with MGWO

Algorithm 2.

Input:

- Dataset

- Number of features (Dim)

- Population of GWO (Searchagent no)
- Number of Iteration (Mazx Iteration)

Output:

Minimum number of selected features by MGWO
initialize alpha, beta, and delta positions
Initialize alpha pos, beta pos, and delta pos
Initialize the positions of search agents

For each Iteration

For each Searchagent no

- Calculate objective function for each search agent
- Update Alpha pos, Beta pos, and Delta pos

end For

For each Searchagent no

For each features

Update the Position of search agents

including omegas using Equations (1)-(6)

and Equation (8)

end For

end For

end For

return Alpha pos
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Algorithm 3.
For each feature in alpha posfi] (i=1,2,...,Dim)
if (alpha pos[i] > 0,5)
alpha posfi] =1
Else if (alpha pos[i] < 0,5)
alpha pos[i] =0
End if
End for

4 Experimental Results

In this research, F'S was performed using Correlation technique in con-
junction with modified GWO algorithm. The performances of different
machine learning algorithms, including SVM, RF, and NB, were eval-
uated. The suggested method was tested on WDBC dataset. Experi-
mental results were obtained using Python and by fixing the number of
iterations for Modified GWO algorithm at 20 iterations with 10 search
agents. The algorithm was implemented in PYTHON and run on an
Intel(R) Core(TM) i7-7700HQ CPU @ 2.80GHz with 8GB of RAM.

4.1 Comparison of different performance metrics be-
tween different classifiers

In medical research, most existing studies have evaluated performance
based only on accuracy evaluation measures. Therefore, we focused
not only on accuracy but also evaluated performance based on sensi-
tivity, specificity, precision, and Fl-score. Table [1| shows that SVM
performed better than other machine learning techniques by sensitiv-
ity 93%, specificity 100%, precision 100%, and Fl-score 96,4%. On the
other hand, we found that RF performed better than SVM and NB by
achieving accuracy equal to 99,12%.
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Table 1. Comparison of different performance measurements between
different classifiers for breast cancer classification using the data of
Confusion Matrix.

Evaluation-Mesurement | SVM (%) | RF(%) NB (%)
Precision 100 97,6 100
Fl-score 96,4 95,2 92,5
Sensitivity 93 93 86
Specificity 100 98,6 100
Accuracy 97,4 99,12 96,5

4.2 Comparison of the classification accuracy between
CBGWO (Correlation + Base GWO) and CMGWO
(Correlation + Modified GWO)

In this part, comparisons are made for classification of breast cancer.
As can be seen in Table we can easily observe how the FS step
increases the accuracy of the classification of breast cancer. We imple-
ment the feature selection process with the proposed approach using
the Correlation technique with the Base Grey Wolf optimization algo-
rithm in the first scenario; in the second scenario, we use a Correlation
technique with the Modified GWO.

Table 2. Comparison of classification accuracy using proposed ap-
proach between CBGWO and CMGWO

Classifiers | Without Feature | Correlation + | Correlation +
selection (%) Base GWO (%) | Modified GWO
(%)
RF 97,07 98,83 99,12
SVM 92,1 92,98 97,36
NB 94,4 93,85 96,5

After feature selection stage, we compared the performances of different
machine learning classification techniques for breast tumor classifica-
tion. Table [2| shows that using Correlation in addition with Modified
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GWO in the proposed work gives best result comparing with our novel
method based on the original GWO. As shown in the Table, RF out-
performed the other classifiers by obtaining accuracy equal to 99,12%.

4.3 Comparison of the classification accuracy between
different classifiers using ROC curve (receiver oper-
ating characteristic curve)

ROC curve helps to better understand the power of a machine learning
algorithm. We can easily observe in Figure 5 that RF is the perfect
classifier. The Area Under the Curve (AUC) is the measure of the
ability of a classifier to distinguish between classes, and it is used as
a summary of the ROC curve. The higher the AUC, the better the
performance among classifiers. From Figlh| we see that RF gives good
results compared with SVM and NB classifier in terms of ROC-AUC
metric by achieving an AUC criterion equal to 99,3%.
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0.8

06

0.4

True Positive Rate =

0z

0o — RF (auc=0.993)

0.0 0.2 0.4 G 0.8 1.0
False Positive Rate —=

Figure 5. ROC curve metric of RF classifier

The second best classifier was SVM by obtaining 97% as shown in Fig[6]
Fig[7] represents the ROC-AUC metric obtaining by NB classifier and
achieving 94,6%.
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Figure 6. ROC curve metric of SVM classifier

0.0 0.2 0.4 0.6 0.8
False Positive Rate -->

Figure 7. ROC curve metric of NB classifier
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4.4 Comparison of the suggested method with existing
works

In order to improve the robustness of our proposed method and to
predict breast cancer effectively, we compare the performances of dif-
ferent classification models using the WDBC dataset. Table 3| shows a
comparison with existing studies for breast cancer identification using
ensemble machine learning techniques. From the table, we can see that
our method performed better than other works. We have evaluated the
performances of three different classification algorithms, i.e., a support
vector machine, a naive Bayes, and a Random forest. As a result,
the RF performed better than SVM and NB in terms of classification
accuracy.

Table 3. Evaluation of the proposed method by comparing results with
existing feature selection methods.

Authors Feature Selection | Classifier Accuracy
Technique (%)
Darzi et al. [8] | Genetic Algo- | case-based | 97,37
rithm reasoning
(CBR)
A. Rahmani et | Feature Selection | SVM 98,83
al. [15] with GOA
S. Kumar and | Feature Selection | SVM 98,24
M. Singh [17] | with  Enhanced
GWO-SVM
Ibrahim et | Correlation + | Ensemble 98,24
Nazir. |19 Principal Compo- | machine
nent Analysis learning
Proposed Proposed- SVM 97,36
CMGWO NB 96,5
RF 99,12
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5 Conclusion

An extensive research is outgoing on in order to reduce mortality rate
due to breast cancer. In this respect, a quick and accurate detec-
tion is a critical step in the diagnostic of breast cancer disease. In
the present work, we proposed a new method for breast cancer clas-
sification; the suggested technique is based on two principal stages.
Firstly, we combined the correlation coefficient technique with the Mod-
ified GWO algorithm for the dimensionality reduction step. Then, the
performance of several machine learning techniques for classification
purposes, such as Random Forest, support vector machine, and naive
Bayes, was assessed. We reported on the performance of many classi-
fiers using various performance criteria, including accuracy, precision,
sensitivity, Fl-score, specificity, and ROC-AUC curve. The suggested
approach outperformed other efforts according to experimental results
by achieving an accuracy of 99,12%, and the value of the AUC criterion
was 99,3%. In terms of future projects, to generalize our proposition,
we will apply our algorithm to other related datasets such as Wiscon-
sin breast cancer databases including WBC (Wisconsin breast cancer)
and WPBC (Wisconsin prognosis breast cancer). This work could be
enhanced through the use of parallel methods to increase the accuracy
of the classification of breast cancer and reduce computation time.
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